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Abstract

As video conferencing is usually being used,pheicipants
are displaying apart of their physicalspacefor each other
but do seldom have the feeling of sharing a comfsuate’
as if being in the same rooamd doing a“handshake”. Can
the sense ofpresence at a distance bproduced with
transparent distancéechnology? If peopldreat television
and new medialike real people and places, it should be
possible to produce a non-physical meetpace for people
to interact in. Several experiments aiming at thaebeen
carried out and two of them are describedhrs paper.High
quality digital video, audio and datawere transformednto
light and sound in two installations usingbroadband
communication technology ofiber optic cables. People
couldwalk into thedistributed spaceand share asense of
commonnon-physicalspace on a large projectedisplay.
Content from a computeronnected tothe Internet could
easily add information to the commorispace” using a
mixer. The main research goal was to explore if distance
technology installationcould support a high level of
transparency. In addition tohis, wewanted to analyze the
way peopleadoptedthe non-physicabpace asheing real.
Recordedvideo documentatiorshows thatmost people
intuitively adopted the non-physical spacerea and started
to interactwith people both physicallyand non-physically
present. Peoplexperienced &igh degree ofpresencavhile
playing music,dancing,discussingand socializingtogether
at a distance.

1. Introduction

Synchronous Virtual Spaces is a nmgearcheffort at the
Royal Institute of Technology (KTH)where wewish to
explore thepossibilities and restrictions of synchronous

being at the operators contrslation. Asapplied to the
synchronous virtual spacgsesence refers tthe sensation
or experience of being present in a non-physical splaaed
with others at a distance [12].

This paper focuses on experienceBom two
experimental installations for presence production carried out
at the AdvancedMedia Technology Laboratory [2] at the
Royal Institute of Technology (KTH) [3], Stockholm.

The first experimentainstallation wascarried out in
October 2000 between two physical spaces, the
“Provisorium” at one of the KTH Learningaboratories [4]
in Stockholm and the Stockholm Academic Forum [5]
situated in gpublic area indowntown Stockholm [6]. The
second, quitesimilar, experimentalinstallation wascarried
out in March 2001 between, again, the KTH “Provisorium”
and the Stockholm City Hall during a EU minister meeting.
At the Stockholm Academic Forum ad hoc visitors and
students from the Media Technology program at Késted
various ways of communicating in the synchronous virtual
spaces. In the City Hall [7], physicand non-physical
actors were doing a performance together on a “experimental
stage”. The basic technology beingsed was based on
broadbandelecommunication carrying digital audigideo
and data anduite simple camera androjection technique.
Physical and non-physical participantsvere interacting
synchronously with,for example, musicplaying, dance,
games, discussions, teaching and learning. The synchronous
virtual spacesveretransmitted on the Internet ireal time
and visitors with video and audio from the Internetcould
join the virtual spaces. To achieve a qualitatively gsenise
of presence, peopleould establishface-to-facecontact at a
distance differentfrom virtual reality (VR) applications
using helmets, glasses [&yatars[9], animatedheads or
stereoscopic cameras dop of remotecontrolled robots
[10].

interaction and cooperation in published virtual spaces. One The nameused for this installation is synchronous

of the objectives of thigesearch is to produce sense of
presencaising distancetechnology.Presence iglefined as
the subjective experience of being in one place or
environment, even when one isphysically situated in

another. Inearlier times Tele-operators could describe a

sensational feeling of being at the remote sitther than

virtual spacesut in thedocumentation on the Internet [1]
you may alsofind names like communicativepaces or
ePresence meaning the same type of installation.



2. Methodology 4. The “synchronous virtual spaces”
installation design
To measurghe experiencedlegree ofpresence isnot easy.
Many factorslike the installationcharacteristics, individual
preconditions, sensory environmentand content
characteristics influencdble attention to the mentalorld.
The human factor is essential. AccordingSioeridan (1992)
[11], presence is asubjective sensation or mental
manifestation that is not easilgmenable to objective
physiological definitionand measurement. He indicatédsat
“subjective report is the essential bagigeasurement”
(Sheridan,1992, p. 121). Witmerand Singer have been
doing research onthe measuring ofpresence invirtual

environments. Theypresented a Presend@uestionnaire Frpeciar f D e T Carvarm
(PQ) in the MIT Presencelournal June 1998 [12]. In i i ! [k ""I 1]
addition to this they developed anmmersive tendencies (5, Ecren
guestionnaire (ITQ) to measuddferences inthe tendencies | Pl opie 2 "
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of individuals to experience presence. The t&mmersive”
often refers to certain types of sensagproductionsystems
used in VR andelepresence werthe user actuallypecomes
part of theexperience tothe exclusion of theiimmediate ~ Figure 1. Design diagram for the synchronouwirtual
reality, as opposed to being a mere observer. For example, a spaces.

user using eéheadmounted display or CAVE [8bystem

would be immersed irthe experience, whereas someone

viewing a remote location on a simple computer monitor The diagram in figure 1 visualizes the basidesign
would not be. principles in the “synchronous virtuapace” installation.

In this paper, the Subjectiv&port method(sheridan) The main goal of theiesign was t(IjEVF."Op ainstallation
will be used to analyse the empirical recorded video materialSupporting — synchronous intuitive  interaction  and
| will also describethe installationdevelopedor the study. ~ cooperation in published virtuapacesusing transparent
The analyseswill be based onthe model described by technology. AsWanandMon-Williams (1996, p845)20]
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Enlund. [13]. state, in suchcases “the goal is to build virtual
environments that minimize the learnirgguired tooperate
3. Earlier research within them but maximize the information yield”.

The chosen solution was based on sintptdnique in a

Previous to theseasestudies, a set of artistic installations fixed calibrated videoloop. Each physical space had a
had beencarried out to explore distributedvirtual spaces.  Similar combination ofequipment installedgonsisting of
These experiments includetest installation in @ourse in  Projector,screenandcamera.The two physicakpaceswere
“Physical Computing” at CID, Centdor UserOriented IT connectedvith broadbandechnology on fiber opticables.
Design [15], February998, performanceinstallations in A video processing unit was installed as a active storytelling
the project“Cave Experience”’[16] at the “R1, KTH tool for manipulatingvideo and addingnformation from a
Experimental Scene” [17] May 1998, the mobile computerconnected tothe Internet. The publishinginit
performanceinstallation and concerts inthe Spindelvev@  transmitted the activity in the synchronous virtspaces to
project [18] for theNorwegian Concernstitute [19], 1999  differentexternalaudiences orthe KTH campusand on the
— 2000 and aperformanceinstallation at the TET1999 Internet. These audiences hadthe possibilities to
conference [19] in Gjovik, May 1999. communicate back to the actors in the installation by using
The installation and test case study “Synchronous virtualaudio, chat and video on the Internet and on intranet.
spaces’described inthis paperwas based onresults from
earlier researckvorks. Still the mainconcept wadased on
the “invitation installation” in the Spindelvev@ projdt8] 4.1 Continuously streaming video - the *“video-
applied with broadband technology to support the creation ofoop”

a sense of presence and reality at a distasr® data,video
and audio streaming on fiber optics. The maindesign principle fothe installation functionality

was to develop “acontinuous stream o¥ideo running
through two physicalspaces”using video input sensors



such as cameras and videatput devicessuch asprojectors

combined with projection screens. The large back projectionA local and adistant bi-directional soundhstallation were

screen(2,30 x 3 meters) walaced inthe center of the
rooms with 6 meterfree space on eachide. On the one
sidethe video projectoiwas mounted 6 m from thecreen,
projecting the incomingideo on tothe screen. Thepace
betweenthe projectorandthe screenwill from now on be
calledthe “projector space’{PS). On the otheside of the

developed consisting of unidirectional microphones and
amplified speakers. The stereophonic sound environment
should help the participant to orientate to then-local
participantsand vice versa. Amix of the two directional
audiofeedwas donefor the publishing of the activity and
the documentatiorvideo recording ontape and on the

screen, the camera was mounted 6 meters from the screen forternet. Inaddition to this a public addressloudspeaker

framing the screenThis space betweethe camera and the

system was installed on the experimental stage in the

screen will from now on be called the "framing space” (FS). Stockholm City Hall toreachthe physicalaudiencewith

The cameras weréraming the pictureprojected on the
screens in the two physical spaces andvtieo information
was sent to the projectors at the distant location ufiieg
optic transmitters and receivers. This high qualitieo link
generated aontinuously flow ofvideo through the two
physical spaces. We may say that the installatimmsisted

of a “video loop” (VL). An element, someone or something,

placed inthe projectionspaces(PS), would immediately
appear as a shadow dhe screensboth locally and at a
distance. Likewise would an element the framingspace
(FS) immediatelyappear onthe local and distant screens.
The installation was passive, that means that nohadeto
serve the basic technique after it was started.

4.2 Telecommunication and installation
calibration

A serial datainterface(RS 232) from apersonal computer

with an open software protocol made it possible to remotely

control cameratreatments such aslt, pan, zoom, and
technical adjustments, such asis, white balance,
black/white levelandgain on thecamera atemotesite. It
was also possible tadd more remote controlled facilities
such as light controlpower switching etc. This wasery
useful, becausethe installationhad to be calibrated by
adjusting the cameramdprojectors in thecorrectposition,
choosing thecorrect lensesand adjust thevideo signal
variables for an optimal picture in the loop.

The two-way audio-, video- and serial data
communicationswere modulated directhonto a multi-
modus optical fiberusing 1300 nmand 1500 nm
wavelengths. The optical fiber aléad other externatraffic

on the same cable, but oburse at other wavelengths. The

speed ofthe data stream was about 200 Mbpend had
“broadcastguality” standard. Because ¢fie smalldelay in

the video-loopandthe audiocommunication, (less than 10

milliseconds), it was possible to play musiiance and act
together in the installation.

4.3 Multidirectional stereophonic audio

sound from the installation in the big hall, see figure 2.

Figure 2. Physical and non-physical participants
communicating on the experimental stage in
Stockholm City Hall.

4.4 Transmitting and recording for the Internet

The video loop passed througmet-basedemotecontrolled
audio-video matrix for distribution on KTH campus,
recording on videotapeand transmitting on thelnternet.
The video loop and amixed audiowere transmitted on the
Internet through @olycom [21] stream station at Gjovik
College in Norway using the MPEG 4 standardT#@ndberg
6000 system [22] was feeding the broadcast stream station at
a distance through the high quality H.263 protocol, also on
the Internet. The stream station was automaticeltprding

the event for immediate playback on the Internet asog

the MPEG4standard. Goodeports reception waseceived
from the US and from several European countries.



4.5 Lighting for human interaction on projected
screens

When lighting for human interaction omrojected screens
using video was carried out, three variablese critical, all
dependent on eacbther. Thethree variableswere the
luminance from the screen, tleensitivity of thecamera
sensor,and the artificial and natural ambientight in the
space. These three variables had tadijasted independently
for optimal results.

In the experiments, spots lighted up thgace between
the camerasand the screen. The artificidlght with fixed
color temperature was strictlpterceptedrom “hitting” the

Peoplecould easily enterthe localand remote projection
spaceqPS) and the framingspaces(FS) by justwalking
into them. As the participants or visitoesteredthesefour
spacesthey becamepart of the sameideo loop as their
picturesappears orthe screens, again both localind at a
distance as mentioned before.figure 2, you can seefour
physicalandtwo non-physical visitors having discussion

on the experimental stageThe background for the
spontaneous discussion was a non-physical participant on
the stage asking people émterthe stage for dandshake
and a chat. People intuitively did so.

In figure 3 you can see a picture taken from a local point of
view. The entire computescreenfrom a local computer is

screen. It was also necessary to calibrate the positions of themixed into the video loop and wecan see a person at a

camerasand projectors in the loop fominimum virtual
“echo” effect. In addition tahis, one of thecamerashad an

distance looking at a video playback window on the desktop.
In figure 4 an external photographer is documenting an

alternative preset position to actually generate echo effect formprovised dance between aphysical and a non-physical
dancer inthe installation. Avideo effect generatdool and
the video mixer are being used to createhe artifacts
combinedwith small preset adjustments on tlramera to
achievevisual “echo” effects, as mentioned in chapt#ss.
This is an example dfising the storytelling toolsactively
for artistic performance.

artistic use in the distributed installations, see figure 4.

4.6 Tools for (inter) active storytelling and art
effects

The installationcould run withoutactive participation of a
technician or gproducer.Still, possibilities were there to
actively use a set of tools to plot“better story” for the
physical and non-physical participants and audiences.

The storytelling “tools”consisted of a videmixer, a
computer and a video effect generatonnected tahe video
loop. These toolgould addvideo sourcesuch assoftware,
images, text or communication from/to the Internet gara
of the video loop or synchronous virtuaspaces in the
installation. Video effects, such as wipeappearedlike
virtual curtains on thescreenand limited the interactive
space for virtual presence production.

Figure 3. A person at alistancewatches a videelip of
two recorded dancers played backfrom a local
personal computer.

Figure 4. Physical and non-physicalactors performing
together in the installation.

4.7 Scalability

In the projectionand the framing spaces, the participants
could scale the size of their virtual presentation by adjusting
the distance from the screerhis scalability was alsased

to enlarge objects like illustrations bandhelddolls for the
audience at aistance. Alot of creativeuse wasexplored.
Monitors behind the cameras and&ach side othe camera
spaces helped the users to orientatdestablishface-to-face
contact at a distance.



5. The recorded documentation

The recordedmaterial from the experiments showsnailti-
modal interaction betweenthe participants in the
installation. Four selected scenes will be described.

For both of the experiments, one of tBpaces was
public. The sensory environment at thgdacesbecame
crucial forthe userdecause othe loudbackgroundnoise
level andthe unpredictabldight sources.Another problem
of the immersive transparerdistance technology being

In one scene we can see male students on the installatioamsed, was the quality of the picture on #weenand the

screen calling out to some girls passing by. They tiap
a round and enter the framing space without hesitafingy

audiolevel from thebi-directional soundsystem. Some of
the problemswere caused byaudio “feedback” problems,

start to mingle four non-physical students at the Campus visual echo effectandlimited level of luminance from the

and four physical girls at StockholfcademicForum. One

projectors being used. Despite af these negativéactors,

of the girls looksbehindthe screen to see if somebody is the users immersed in tlexperience obeing together with

there. The male students and the girls shal@lsandtouch
eachother, treating the virtual person as being r&aley

non-physical personsand objects by acting in the
installations with natural excitement. Tweasons for the

laugh and sit close together, experimenting with the new limited consequencefor the sense opresence could be the

experience.
In a secondscene, two students, one physieald one

human psychological acoustic phenomena filtering the
desiredsound sourcandthe excitement of acting in a new

non-physical, agree upon dancing together in the installatiormedia environment. Thaudience observeithe usersacting

without music. Theycan seeeach other but theremote
student at Campus acts as “master” and the oth&sla®”.
Something goes wrongduring the dance and they
immediately stopandturn around tolook into each other’s
faces. Afterarguing for a short whileand showing each
other the right steps they continue with ttece andhis
time synchronously without problems. A physieablience
watchesthe two dancersight outside the framingpace on
the local and the remote side.

In a third scenetwo students playjazz together at a
distance. The saxophone and guitar plaremwatchingeach
other carefully onthe screen to sharthe same tempo and

both physical and virtual, in the installation. These
observers orthe Internet or at the KTHCampusincluded
their own immediate realit}comparable to watching a
movie on the televisioscreenFor those physical present,
surrounding thenstallation, theperformance couldook a
bit surrealistic as peoplewere gesticulating and
communicating naturally with a screen.

The studentndividual preconditions foacting together
at a distance were positively influenced by thet that they
all ready knew each other well from “building trust” through
physical presence experiencesThose students with
experiencefrom acting on a stage alsead the greatest

emotional musical expression when playing together. Soméenefits when using the immersivieansparentdistance

of the music isplayed“ad lib”, andthe extremely sensitive
communicationbetweenthe musicians at alistance is
supported bythe perception of theibody language on the
screen.

In a fourth scene we can sesix persons having a
meeting. Two persons are in the loeaadremote projection
space(the shadow space), thrgeersonsare sitting in the
remote framing space and one persojoising the meeting
from the local framing space.

6. Results and analysis

The main goal of the experiments wassee if the user
using the installatiortould be immersed ithe experience
of sharing a synchronous virtuapacewith someone at a

technology. Theyseemed tohave no problems with
suspending theidisbelief when acting togethavith non-
physical persons at a distance.the City Hall, thestage
became a double barriéor sensingpresence at a distance
becausethe visitorswere afraid ofexposing themselves
negatively in front of the physicaudience and ahe same
time exposing them self to the unknown persons in the
published virtual reality. This importaimidividual negative
factor for sensing presencewas reduced at Stockholm
AcademicForum and atthe KTH laboratory,because there
were nostageandthe installationbecame anatural part of
the physical environment-ere the documentatiorvideo
shows individuals talking with each other and shakiagds
in the virtual spacewithout knowing each other. The
youngstersimmersedmore naturally in theexperience of

distance, to the exclusion of their immediate reality [12]. A sharing a synchronous virtuapace elder ones. These

major method was to produce the highdsgree of presence
as possible for the users acting atlistance byusing an
immersive transparerdistancetechnology. Enlund [13] is
pointing outthree major factors for producing a sense of
presenceand reality experienced byndividuals. Thesehree
factors are the sensory environment, théndividual
preconditions and the content characteristics.

interesting differences should be further investigated.
The programsperformancesand events beingproduced
during the four days ofexperimental activityhad awide

range of content characteristics. Those students acting in the

installation for a longerperiod of time learned the
installation possibilitiesand usedthem actively when
improvising in the immersive transparent distance
technology. Thedistance theateusing handhelddolls and



the games, combining non-physicabnd physical
performerswere apowerful agent for sensingresence and
reality. Also thedistancemusic play, some times with
dancers,created ahigh degree of presence.The more
frequently they were acting, the morespecialized they
became inmanipulating the virtuadomain as beingeal.
Some of the students evercame specializeahd succeeded
a number of times tattract attentiorandvisitors into the
distributed spaceand evenproducedgames at alistance by
using simple tools. Thigknowledgewas tacitand based on
“learning by doing”.

7. Conclusions

Enlund [13] hasarguedthat wecan use quite simple media

technology toproduce asense ofpresencethat can be

delivered over distance intime and space. This is also
supported by the studies done by NasdReeves [23]. The
subjective analyse of the synchronous virtugpace

installations confirms the theory, thatuite simple

technology can achieve a higlegree ofpresenceandreality

at a distance.

8. Future work

After analyzingthe experimentaihstallation the following
development possibilities came up:
e Better and larger screens for doublsided

display
e Wireless remote controlled storytelling tools
e Open flexible networking monitoring
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